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Review in Pharmacokinetic Models on Corticosteroids
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Abstract: The pharmacokinetics of corticosteroids provides a large set of mathematical models which led to
analyse many kinetic profiles corresponding to many clinical and/or physiological situations. In this paper,
we present a review on the usefulness, advantages and limits of such models which could find a large
application in medicinal chemistry.
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INTRODUCTION

Pharmacokinetics describes the relationship between the
dose and the unbound drug concentration at the site of action
(a drug receptor), and the time course of drug in the body
[1]. Drug disposition is a broad term that covers all the
processes by which the body handles foreign chemicals
including drugs. These are absorption into systemic
circulation, distribution and metabolism in the body, and
elimination from the body _ often abbreviated as ADME.
For a given drug, the ADME system can be characterized by
a pharmacokinetic (PK) model, which is a hypothetical
structure using mathematical terms to concisely describe
quantitative relationships, namely to parameterize the
essential factors governing the kinetic process. Simplifying
assumptions are made to describe a complex biological
system concerning the movement of drugs. The system is
entirely defined by the determination of the PK parameters
of drug, leading to describe how the drug is handled by the
body.

The PK models of corticosteroids are various, and led to
fit many kinetic profiles resulting from different clinical
situations and/or physiological states. These models were
applied with the aim of:

- describing the basic kinetics of an endogenous
corticosteroid,

- quantifying its disturbance after administration of
exogenous drugs,

- modeling the time-concentration profiles of
exogenous corticosteroids.

The main of the present paper is to present a review on
the diversity of the PK models of corticosteroids, which
could find large applications in medicinal chemistry. The
choice of corticosteroids was motivated on the hand by the
fact that these compounds offer a large variety of PK
models, and on the other hand by the fact that they are very
similar to natural compounds (i.e. steroids, steroid
alkaloids, triterpenoids). Moreover, the various PK models
of corticosteroids showed important inter-individual
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variabilities of the PK parameters [2]; this highlights large
handling ranges of these compounds by the human body.

Technically, the corticosteroids’ term refers to both
glucocorticoids and mineralocorticoids, but it is often used
as a synonym for glucocorticoids which will be especially
presented in this paper. Glucocorticoids (GC) play a number
of important physiological roles. In corticotherapy, they are
administrated by different ways (parenteral, oral, cutaneous,
inhalation, etc.).

SYNTHESIS, STRUCTURES, ACTIVITIES OF
GLUCOCORTICOIDS

Glucocorticoids could be separated into endogenous
(naturally produced by the body) and exogenous (synthetic)
compounds. Their basic chemical structure consists of 21
carbon atoms with 4 rings: three 6-carbon rings and a five-
carbon ring (Fig. 1).

They are lipophilic low-molecular weight compounds
derived from cholesterol. Endogenous GC are synthesized
mainly by endocrine glands such as the gonads (testis and
ovary), the adrenals and (during gestation) by the
fetoplacental unit. They are steroid hormones which are
released into the blood circulation to (1) regulate whole body
homeostasis, and (2) to maintain balance in the body’s host-
defense system to protect against over-reaction to
environmental change in the invasion of foreign substances.
This control includes profound effects on metabolism of
carbohydrates, proteins, and lipids through gene regulation
and post-transcriptional effects, trafficking and functions of
lymphoid cells, and effects on inflammatory molecules [3-
5]. They are also involved in maintenance of the integrity of
the cardiovascular system, central nervous system, and
skeletal muscle function. Exogenous GC are administrated
as drugs to decrease or to prevent tissue responses to
inflammatory processes, thereby reducing development of
symptoms of inflammation without affecting the underlying
cause. Corticosteroids inhibit accumulation of inflammatory
cells including macrophages, monocytes, endothelial cells,
fibroblasts, and lymphocytes at sites of inflammation, in
part by induction of lipocortin, a protein that inhibits
phospholipase A2 [6]. As a result, there is a decrease in the
production and release of cytokines, an inhibition of the
synthesis of arachidonic acid–derived mediators of
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Fig. (1). Structures of hydrocortisone (a) (natural corticosteroid), prednisolone (b) and methylprednisolone (c) (synthetic
corticosteroids).

inflammation (leukotrienes and prostaglandins), and a
decrease in the extravasation of leukocytes to areas of injury
[6-9]. An immunosuppressant effect of corticosteroids also
may contribute to the anti-inflammatory effect, possibly
because they involve inhibition of specific functions of
leukocytes [6].

Concerning the anti-inflammatory activity of steroids,
the essential features consist of: 1) a 2-carbon chain at C-17;
2) methyl groups at C-18 and C-19; 3) ketone oxygen at C-
3; 4) an unsaturated bond between C-4 and C-5; 5) a
hydroxyl group at C-11; 6) a ketone oxygen at C-20.
Changes in these positions lead to a loss of biological
activity. Substitutions in other sites may modify the
biological activity, imparting greater anti-inflammatory
activity [5, 6; 10-13]:

Structural chemical properties Biological activity variations

Double bond 1-2 (prednisone,
prednisolone)

increases the anti-inflammatory
activity

Methylation at C6 (eg.
methyprednisolone)

increases anti-inflammatory
activity and

improves pulmonary penetration.

Fluorination at C9 improves anti-inflammatory

(triamcinolone, dexamethasone) activity

Hydroxylation or methylation at C16 greatly reduces anti-inflammatory
activity

Hydroxylation at C17 very important for anti-
inflammatory activity

Hydroxylation at C21 very important for anti-
inflammatory activity

These are all important considerations in the formulation
and design of synthetic steroids. A variety of synthetic
glucocorticoids have been created for therapeutic use.
Cortisol or hydrocortisone (HCn), a natural GC, is the
standard of comparison for GC potency.

PHARMACOKINETICS of GLUCOCORTICOIDS

(A) Absorption

Absorption is a PK process which characterizes a per os
administration way of drug. In a PK model, it is quantified
by the absorption coefficient which gives the average speed
of drug transport from intestine to systemic circulation. The
drug fraction (in %) which transits the gastro-intestinal
system to reach the systemic circulation is called
bioavailability (F). It is calculated from the ratio of area
under concentration vs. time curve (AUC) of the drug after

per os administration on corresponding AUC obtained after
an intravenous (IV) bolus administration:

F
AUC of per os curve

AUC of bolus curve
= ×100 (1)

All corticosteroids are absorbed readily from the
gastrointestinal tract. In consequence, their absorption after
oral administration is rapid and their bioavailability is high
(78% for prednisone, 98% for prednisolone), but with a wide
range among normal subjects, reflecting an important inter-
subject variability [14, 32]. Water-soluble esters are given by
an IV way to achieve absorption rapidly, while intramuscular
injection provides more prolonged effects [15]. Hemi-
synthesis derivatives are used after small modification (e.g.
substitution in 17α  position) of the initial structure in order
to improve the bioavailability after a per os administration.
Corticosteroids are also well absorbed from several sites of
topical application, and large doses can lead to systemic
absorption.

(B) Distribution

In blood, corticosteroids  are mostly bound to plasma
proteins, and only unbound drug has access to the tissues to
be biologically active. The concentration of the unbound
drug is:

Cu = fu*C (2)

where Cu is the unbound drug concentration, fu is the
unbound fraction to plasma proteins, and C is the total
concentration in the blood. The affinity of drug for the
tissues could be quantified by its distribution volume (V).
The volume V depends on the free fraction of drug in plasma
(fu), the free fraction in tissue (fut), the volume of tissue
(VT) and the volume of plasma (VP) [16, 17]:

V = Vp +
fu

fut
VT

.

(3)

Because Vp and VT are physiologic constants, V will
depend primarily on the ratio fu/fut. Subsequently,
alterations in fu (e.g. by displacement) can have a profound
impact on drug pharmacokinetics [17].

A high V means a high affinity of drug for tissue which
could lead to a longer pharmacological action duration.
Inversely, a low V means a high affinity of drug for plasma,
which supports fast drug circulation and elimination.
Because corticosteroids are lipophilic, they diffuse easily



Review in Pharmacokinetic Models on Corticosteroids Mini-Reviews in Medicinal Chemistry, 2006, Vol. 6, No. 4    419

Table 1. Classic Pharmacokinetic Parameters of Different Corticosteroids Estimated from Different Models or Cited by
Different; References ke: Elimination Constant Rate; CL: Clearance; V: Vollume of Distribution: T1/2: Plasmatic Half-
life; fu: unbound fraction

Corticosteroid (PK Model) [reference] ke (h-1) CL (L/h) V (L) T1/2 (h) fu (%)

Hydrocortisone  [12] 18 34 20

 [15] 30

 [18] 0.64±0.42

 (5) [48] 0.18±0.03    

  (9a, 9b) [48] 0.445    

  (16) [48] [0.64-0.69]    

 (23, 24, 25) [39]   1.32±0.28  

  (26) [45] [0.24-0.65]    

  (32) [50]   1.15±0.33  

  [49] 18 39.9 [1.7-1.8]  

 (28, 29) [50]  13.7±2.5 1.1±0.3

  [55]  33.7  

Prednisolone  [12] 6 93  25

 (31) [41] 0.30±0.04

  (30) [37]  49.5±7.5 3.52±0.84  

Methyl-prednisolone  [19] 25.2±4.8 80.96±10.40 2.28±0.37  

  [12] 21 80 23

  (31) [41] 0.30±0.04 22.7±2.9 77.1±10.8   

Methyl-prednisolone succinate  (31) [44] 18.8±0.7 77.2±3.5 3.0±0.2  

Dexamethasone  (32, 33) [41] 0.57±0.26 18.8±4.9 37.6±16.5  

  [12] 17 57  32

 (32, 33) [37] 212.0±61.9 4.06±1.66

Betamethasone  [12]  9 98 36

Flunisolide  [20]  58 96 1.6 20

Triamcinolone acetonide  [20]  37 103 2.0 29

Triamcinolone  [12]  29 119 60

Budesonide  [20]  84 183 2.8 12

Beclomethasone dipropionate  [20]  230 0.1-0.2 13

Fluticasone propionate  [20]  69 318 7.8 10

 [18] [7.7-8.3]

Fluocortolone  [12]  32 61 13

through the cell membranes, and therefore have high
volumes of distribution. Ranges of V are summarized in
(Table 1 ): 10-40 L for hydrocortisone, 42-93 L for
prednisolone, 65-92 L for methyl-prednisolone, and 21-274
L for dexamethasone [12, 15, 18-20, 37].

In their target tissues, corticosteroids are concentrated by
an uptake mechanism which relies on their binding to
intracellular proteins (or " receptors "). They have also a high
binding to plasmatic proteins, albumin and cortisol-binding
globulin (also termed transcortin) [21-27]. Only 10 to 20%

represents the free or unbound fraction (fu) which is
biologically active, i.e. able to reach the cellular receptor
[20, 21, 28].

(C) Metabolism and Elimination

Small changes in steroid structure result in large
differences in biological activity [25, 29-31]. Most of the
peripheral conversion or metabolism of corticosteroids
occurs in the liver, and to some extent in the kidneys, which
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are the major sites of hormone inactivation and elimination,
or catabolism [15, 32, 33].

In PK models, elimination can be characterized by two
parameters: the half-life (T1/2) and the clearance (CL). The
half-life (min or h) gives the time necessary to eliminate the
half of the administrated drug amount. Although it
quantifies how rapidly the plasma concentration changes, it
does not indicate the magnitude of this concentration. A
long T1/2 means a long residence time for the drug in the
body leading to a long action duration. The clearance
(mL.min-1 or L.h-1) is defined as the volume of plasma that
is totally cleared of drug in time unit; it is calculated from a
ratio between distribution volume V (mL or L) and half-life
T1/2 (min or h):

CL V
T

V
T

V k= = =*
ln( )

*
.

*
2 0 69

1
2

1
2

(4)

where k is the elimination rate constant (time-1). In theory,
the faster the systemic clearance, the greater margin of safety
in the use of a drug (higher therapeutic index).

The relationships between corticosteroid plasma
concentrations (bound and free) and clearance are complex
and not fully determined [22]. The plasma half-lives of
corticosteroids have been assessed under different
circumstances, including intravenous and oral routes, low
and high doses [14, 34]. Approximate plasmatic half-lives
values are 0.5 hours for cortisone, 1-2 hours for
hydrocortisone, 1.0-3.5 hours for prednisone, 2.5-4.4 hours
for prednisolone, 1.9-2.7 hours for methyl-prednisolone, and
2.4-5.7 hours for dexamethasone [14, 15, 19, 29, 34-39].

Prednisone, prednisolone (active metabolite of
prednisone) and Me-Prednisolone are the most used drugs in
corticotherapy because their short T1/2 made they are easy to
manipulate [25, 40].

A summary of the values of classic PK parameters given
by different PK models is presented in the (Table 1). The
presented parameter values concern healthy voluntaries
except methyl prednisolone succinate [44] (asthmatic
patients) and they could be significantly different in other
clinic and/or physiologic situations. Tacking into account
the parameter values for one GC such as HCn, (Table 1)
shows an important inter-individual variability for the PK
parameters: (i) the elimination rate constant ke for HCn
varies between 0.24 and 0.65 h-1 [45], and in other works
the average ke-value was 0.18 h-1 [48]; (ii) the volume of
distribution of dexamethasone has very different values
according to cases, 37.6 L [41] and 212 L [37], highlighting
an important variability between patient groups. GC
differing by small variations in their chemical structures,
showed high differences between their PK parameter values.
For example, the volume of distribution varies around 30L
for HCn, 50L for prednisolone, whereas that of Me-
Prednisolone, which has both a supplementary double bond
and methyl, varies around 80L. Moreover, the plasma half-
life varies over a substantial range as well, from 0.1 hours
for Beclomethasone dipropionate to over 7.5 hours for
fluticasone. Note that the PK parameter values could be
affected by many factors such as age, gender, race, clinical
situation, physiological state, etc. [53, 78-81].

PHARMACOKINETIC PROFILES

The PK profiles vary with the drug and with the
administration way. In the case of oral administration, the
absorption phase is represented, in time-concentration curve,
by an increasing phase until a peak (Fig. 2b). The
corresponding kinetic profile is called first-order absorption
profile. The absorption phase is obviously absent in the case
of intravenous bolus (Fig. 2a) or infusion (Fig. 2c), because
the drug is entirely and directly administrated in the blood;
one talks about zero-order absorption.

Fig. (2). Three plasma concentration-time profiles
representing an intravenous bolus (a), per os (b) and
intravenous infusion (c) administration of drug; the peak is
"flattened" in the case of oral administration, and pointed in
infusion.

Distribution, metabolism and elimination are processes
responsible for decreasing of the plasmatic drug
concentration. In the case where a drug is quickly distributed
in tissue, its plasmatic concentrations decrease according to
two kinetic steps which correspond to distribution and
elimination phase respectively. The PK profile
(log(concentration) vs time) of such a drug will show two
linear decreasing phases α  and β which correspond to two
homogeneous compartments (Fig. 3).

Fig. (3). Semi-logarithmic concentration-time profile showing
two linear decreasing phases corresponding to distribution and
elimination compartments in the body, respectively.
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However, if the drug has a slow distribution in tissue, its
hepatic and/or renal elimination will be the major processes
of the plasmatic concentrations decreasing. In that case, the
semi-logarithmic profile of the drug will show only one
decreasing phase (β).

PHARMACOKINETIC MODELS

Many PK models were applied in order to achieve the
best fitting of kinetic data, and to quantify the inter-
individual variability. The pharmacokinetics of GC is
known by an important inter-individual variability [2]. The
choice of a PK model depends on many factors:
administration way of drug (intravenous, oral, inhalation,
cutaneous), general biological processes (considered as
mechanistic trends; e.g. passive diffusion, hepatic
metabolism, etc.), molecular phenomena (considered as
random real events; e.g. pulsatile hormonal secretion), time
range of data observation, etc. .

The numerous PK models of GC concerned three
application cases: first, modeling or simulation of the
kinetics of endogenous corticosteroids (e.g. hydrocortisone)
tacking into account molecular, physiological and/or
biorhythmic concepts [18, 20, 48, 55-56, 60, 70]; second,
modeling of the kinetics of endogenous corticosteroids
mediated by exogenous corticosteroids [39, 45, 74]; third,
modeling of the kinetics of exogenous corticosteroids [19,
37, 41-43, 44, 46-47, 49-55, 75].

Concerning the PK models, there are many mathematical
structures: compartment, polynomial, trigonometric, linear
release, chaotic and stochastic models. Compartment models
are the most popular in pharmacokinetics; they are
determinist models (by opposition to probabilist or
stochastic), based on the mass conservation concept. They
consist in a sum of exponential terms which fits the
concentration-time curve. Trigonometric and harmonic
models were especially applied to fit biorhythmic process
such as circadian variations of endogenous GC.

PK MODELS FOR BASELINE ENDOGENOUS
HYDROCORTISONE

(A) One-Compartment with Zero-Order Absorption
Model

This is the simplest kinetic model where the whole body
is considered as a single compartment in which the GC
distributes rapidly, so that one observes only a single
elimination phase (one compartment).

A monoexponential self-suppression model was applied
to fit the negative feedback mechanism modulating the
hydrocortisone (HCn) release [48]. Hence, the “inhibitory”
HCn concentration was used to describe the change of HCn
release. The disposition of this “inhibitory” cortisol (Cinh)
that is present in blood at the time of the acrophase was
described by a monoexponential equation:

C t C ez
k te( ) = − (5)

where t is the time after the last acrophase, Cz is the
concentration at the acrophase, and ke is the elimination rate
constant of HCn.

This very simplistic model fitted less well the
elimination of HCn with time, compared to more
sophisticated models [48], described below.

(B) One-Compartment with First-Order Absorption
Model

An empirical approach to describe baseline cortisol levels
is to use a sum of a positive and a negative exponential
which describe the input and the output phase respectively
[48]:

C t be aet t( ) = + −β α (6)

where a, b, α and β are positive constants, and the sum (a +
b) is equal to the cortisol concentration in the acrophase
(from which the time t is accounted in this model). At
t=24h, C(t) will be back to the initial concentration. Since
the α-term will approach 0 at t=24h (Fig. 4), it follows that

β =

+



ln

a b

b
24

. Therefore, only three parameters (α, a, b) are

necessary to describe the curve.

This model allows reasonable description of the cortisol
baseline data [48]. Although plasma HCn disappears
biexponentially, monoexponential model is often applied
because the rapid phase is unnoticed if HCn is measured
even at a 10 min interval, a normal procedure in the studies
of daily production of plasma HCn.

POLYNOMIAL MODELS

The mean baseline of circadian HCn concentrations was
simply simulated by a polynomial function of fifth order
[56]. This model is simple but difficult to interpret:

C(t) = a0 + a1t + a2t2 + a3t3 + a4t4 + a5t5 (7a)

where a0…a5 are the polynome's coefficients. By combining
this model with that giving the variation of concentration
C(t) by time unit:

dC/dt = R(t) - k*C(t) (7b)

a polynomial function describing the HCn secretion rate R(t)
(concentration/time) under baseline conditions was derived:

R(t) = a1 + k*a0 + (2a2 + k*a1)t + (3a3 + k*a2)t2 +

(4a4 + k*a3)t3 + (5a5 + k*a4)t4 + k*a5*t5 (8)

where k is the first-order elimination rate of HCn (time-1).
The simulated values of R(t) were then noised and fitted by
other PK models in order to examine and compare their
accuracy.

TRIGONOMETRIC MODELS

Tacking into account the circadian cycle of HCn, the
secretion rate R (concentration/time) of HCn under baseline
conditions was described by a single cosine function [48,
56, 58]:

R t R R t tav amp z( ) cos= + −( )





2

24

π (9a)
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Fig. (4). Circadian variations of plasma hydrocortisone concentrations showing an asymetric profile [20, 55, 77].

where Rav is the average secretion rate of HCn, Ramp is the
amplitude of the secretion rate, and tz is the time of
acrophase. If t=tz, then cos(0)=1 and R=Rav+Ramp. I f
t=tz±12, then cos(π)=-1 and R=Rav-Ramp. The resulting
change in cortisol concentration C under baseline conditions
is given by [48]:

dC

dt
R t k Ce= −( ) (9b)

where ke is the elimination rate constant.

The cosine model predicts symmetrical behavior giving
correct results on a major part of the circadian cycle;
however, it fails to predict the short increasing phase due to
the asymetric profile of HCn [56], (Fig. 4).

Single cosine function is a particular case of a more
general model: the harmonic model, in which the circadian
cycle of HCn baseline C(t) is represented by Fourier series
[46, 56, 57]:

∑
∞

=














+






+=

1
0 24

2
sin

24
2

cos)(
n

nn

nt
b

nt
aatC

ππ
(10)

where a0, an and bn are Fourier coefficients which can be
obtained by fitting the above equation to baseline or placebo
data. The value of n represents the frequency of the harmonic
function. For example, when n=0, the harmonic function
describes a steady state baseline value of a0, when n=1, the
harmonic function has a period of 24h; when n=2, the period
is 12h; and so on.

A two harmonic model (n=2) worked very well for
fitting of most HCn data except for the three first 3 hr [56].
Booth the curvature and asymmetry were well fitted. The
second harmonic captures a small peak near 12 hr. The
yielded coefficients were: a1 (55.3) and b1 (88.8) for the 24-
hr period and a2 (87.5) and b2 (124) for the 12-hr period as
well as a0 (33.14) [56].

In order to improve the modeling of the asymmetric
profile of endogenous HCn, its circadian variation was
described by 3 cosine functions [56, 59]. The first equation
described the increase of the secretion rate R from tmin to
tmax:

R t R R
t t t

t tav amp( ) cos
( )min max

max min

= +
− +

−(
2 2

2

π
))









 (11)

The second described the decrease between tmax and 24h
(end of last cycle):

 R t R R
t t

t tav amp( ) cos
( )max

min max

= +
−

− +( )




2

2 24

π





 (12)

The third equation described the decrease of R from 0h
(beginning of next cycle) to tmin:

 R t R R
t t

t tav amp( ) cos
( )max

min max

= +
− +
− +(

2 24

2 24

π
))









 (13)

The equations 11-13 produced a tmin of 16.7 hr., tmax of
20.4 hr., Rav = 55.7, and Ramp = 53.5 ng/(mL/hr). This
model provided a better fitting of the early data and readily
accommodates the asymmetry [56].

LINEAR RELEASE RATE MODEL

Various mathematical functions were used to characterize
the normal physiologic secretion rate of HCn, which follows
a 24-h circadian pattern. Whereas most functions require the
simultaneous fitting of placebo and treatment data, the linear
release model can sufficiently describe the baseline HCn
concentrations in the absence of treatment data. Briefly, the
model suggests that the HCn release rate follows a linear
decrease from the acrophase time (tmax) to a value of zero at
some time tmin, and a linear increase from tmin to tmax [12,
18, 20, 39, 48, 49, 60, 76], (Fig. 5).

The release rate R (concentration/time) from time tmax to
tmin is given by the following equation [48]:

 R t
Q

V t t
t t R

t t
( )

*

(max

max min
min max

m=
− −( ) −( ) =

−
24

iin

max min

)

t t− − 24
(14)

where Qmax is the maximum release rate (amount/time) of
HCn, and V is the distribution volume of HCn.
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Fig. (5). Linear variation of hydrocortisone release rate; tmin and tmax: times of the minimum and maximum (Qmax) values of the
secretion rate [48].

Fig. (6). Chaotic circadian profile of hydrocortisone simulated by equations (17) and (18), and highlighting a periodic profile
characterized by a chaotic variation due to a pulsatile secretion process.

From tmin to tmax, the secretion rate increases linearly :

R t
Q

V t t
t t R

t t
( )

*
*

(max

max min
min max

min=
−( ) −( ) =

− ))

max mint t−
(15)

The endogenous release rate R(t) can be converted into
concentration C(t):

C t
R t

ke

( )
( )

= (16)

where ke is the elimination rate.

The equations 14-16 produced a tmin of 16.1-16.9 hr.,
tmax of 20-21 hr., Qmax = 2808-3180µg/h, and ke = 0.64-
0.69 h-1. Compared with the previous models, exponential
(Eq. 5-6) and single cosine (Eq. 9a), this model provided a
better data fit for HCn baseline, and readily accommodated
the asymmetry [48, 56]. However, it fitted HCn baseline
data slightly less well than the three cosines approach (Eq.
11-13) [56].

CHAOTIC MODELS

The hypothalamic-pituitary-adrenal axis (HPA) is one of
the most studied hormonal systems. Most attempts to
model blood hydrocortisone concentrations in
pharmacokinetics/pharmacodynamics studies are purely

phenomenological and focus on describing the circadian
rhythm using periodic mathematical functions. This ignores
the pulsatility of HCn secretion [61], thus producing smooth
periodic curves [48, 56, 62]. However, the available
experimental data are not at all smooth and there is strong
evidence that plasma HCn secretion is characterized by
pulsatility and irregularity apart from diurnal variation [61,
63-67].

Some authors gave a particular attention to the non-
smooth and irregular variation of HCn highlighted by
experimental data [63, 77]. Such kinetic variations reflect a
chaotic nature of the pulsatile secretion of HCn [68-69].
Dokoumetzidis et al., [70] developed a PK model for HCn
taking into account its non-linear dynamics due to negative
feedback. Hydrocortisone concentration was described by a
nonlinear time-delay differential equation [71] with two
terms, namely, a secretion rate term which adheres to the
negative feedback mechanism [72] and drives the pulsatile
secretion, and a first-order output term:

 dC

dt
k

a C

a C
k C

n
lag

n
lag

n
=

+
−1 2

(17)

where C is the concentration of HCn, Clag is the value of C
at time (t-T), T is the time range between two pulsatile
secretions, n is an exponent, k1 and k2 are the input and
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output rate constants, respectively. The circadian rhythm of
HCn secretion is implemented phenomenologically by
considering the parameter a in the equation (17) as a simple
cosine function of the 24 h period:

 a A t f B= −( )





+cos
2

1440

π (18)

where A and B are constants with concentration units, f is a
constant with time units and t is time in min.

The stimulated profile generated from equations (17) and
(18) makes to be able to describe both the circadian rhythm
of HCn and its pulsatile secretion nature, (Fig. 6). Model
parameters take the values k1=0.0666 min-1, k2=0.0333
min-1, n=10, f=250 min and T=70 min.

The physical meaning of the time delay in equation 17 is
that the HCn concentration, C, affects other physiological
parameters of HPA system, which in turn affect, via the
feedback mechanism, HCn concentration and, thus, HCn
controls its own secretion [56].

This model offered an opportunity to refer to some
implications of the presence of nonlinear dynamics. Apart
from the jagged HCn concentration profile, elements such as
the sensitive dependence from the initial conditions, as well
as the parameters of the system, played an important role
and may explain the inter- and intra-subject variability
observed in the secretion of HCn. Thus, a change in the
initial conditions or the parameter values of equations 17
and 18 may be depicted in a relatively large change of the
final profile.

STOCHASTIC MODELS

By opposition to all previous models (deterministic)
which derive from mass conservation equations, the
stochastic models are based on probability density functions
(pdf) which are attributed to some events playing a key role
in the concentration-time variation. Such key roles are
formalized by the following relationship:

C t AUC pdf( ) *= (19)

The pdf were used to describe many random events: time
and/or number of random recirculation of drug particles
before elimination, number of secretory events occurring in
an interval of time, waiting times between secretory events,
amplitude or total amount of hormone contained in the
secretion event initiated at time t, etc. [73]. Among the
numerous pdf, Gamma and Weibull functions were used to
model the endogenous HCn and exogenous GC respectively
[74, 75].

GAMMA MODEL

Engel et al. [74] carried out a population analysis on
stimulated HCn by an intravenous administration of ACTH
in veal. Interest was focused on variation in HCn profiles
both within and between animals. Potential effects of age, of
animal diet and housing system on the profiles are addressed
as well. The HCn concentration-time curves showed a peak
followed by a decreasing phase, and they were modeled by a
gamma function:

C t at e Cd kt
b( ) = +− (20)

where t is time, a is a statistical parameter inherent to the
gamma function, d describes the initial increase and k
describes the final decrease back to the base level Cb.

A quadratic function of the equation 20 gave a better
fitting of these data [74]:

C t at e Cd kt
b( ) = +− 2

(21)

PK MODELS FOR ENDOGENOUS HYDROCOR-
TISONE DISTURBED BY EXOGENOUS CORTICO-
STEROIDS

During a corticotherapy, the endogenous cortisol levels
are considered as a suitable marker to quantify the degree of
systemic activity. In other words, the alterations in cortisol
plasma levels as the consequence of exogenous drug
administration was used as a surrogate marker to quantify
overall systematic corticosteroid activity. This concern led to
develop PK models to quantify the disturbance of the
endogenous HCn.

(A) One-Compartment with Zero-Order Absorption
Model

The influence of the time of dexamethasone (DEX)
administration on the suppression of plasma HCn was
investigated [39]. After a single IV administration of DEX,
plasma HCn concentrations versus time were fitted using a
zero-order absorption model, an infusion model:

C t a b c( ) = + + (22)

with

a
Inf

V k
e k t=

⋅
− ⋅1 (23)

b
Inf

V k
=

⋅
2 (24)

c
Inf

V k
e k t ton=

⋅
−( )− ⋅ −3 1 ( ) (25)

where V and k are the distribution volume and the
elimination rate constant of HCn respectively, Inf1 is the
hypothetical infusion rate of HCn before DEX
administration (amount.time-1), Inf2 is the non-suppressible
HCn baseline infusion rate that remains after DEX
administration (amount.time-1), and Inf3 is the HCn
infusion rate after restart of HCn production (amount.time-1)
at time ton (hours after DEX administration).

The parameter values of the HCn production rates
estimated with this model (Eq. 23-25) were Inf1 (74.7 ±
22.3 µg/h), Inf2 (3.3 ± 0.5 µg/h), Inf3 (47.4 ± 11.5 µg/h),
ton (04h 06min ± 00h 42 min), T1/2 (1.32 ± 0.28 h) [39].
This model showed that suppression of HCn production by
DEX was instantaneous. Using a comparable composite
model, Dubois et al. [37] found the elimination rate
constant of cortisol after DEX to be apparently higher than
after Pnl. Also, this model highlighted that a monoexpo-
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nential curve is not efficient enough to fit well this rapid
decline of HCn plasma concentrations [39].

A one-compartment infusion model was also performed
by Milad and Jusko [45] tacking into account the releasing
rate R of endogenous HCn stimulated by an
adrenocorticotropin infusion:

C t
R

k
e C e C e C ekt kt

ss
kt kt( ) = −( ) + = −( ) +− − − −1 10 0

(26)

where C0 is the concentration at initial time t=0, k the

elimination rate. The second term ( )C e kt
0

−  describes the
elimination process through time from pre-existing
concentration C0 at t=0. The first term describes a more
complex process combining both stimulation and
elimination, governed by releasing rate (R) and elimination
rate (k) respectively. At t=0, this term is null, and thus only
pre-existing concentration C0 is eliminated; at unlimited
time (t=∞), the second term become null and the first term
is equal to the steady state concentration Css=R/k.

The model assumes that cortisol formation and secretion
from the adrenal gland occurs at a constant rate (R) when
maximally stimulated by ACTH. The estimated parameter
values were k (0.245-0.65 h-1) and R (7.97-14.62
nmol/min). The authors recommended the use of this model
to assess to the extent of adrenal suppression after long-term
corticosteroid therapy or in the presence of disease states
[45]. They highlighted that with increasing duration of
corticosteroid therapy, the R decreased (<36 mo, R=4.69
nmol/min; >36 mo, R = 3.03 nmol/min).

(B) One-Compartment with First-Order Absorption
Model

After intravenous administration of triamcinolone
acetonide (TCA), the suppression of endogenous HCn was
described by an empirical model [48]:

C t be ae Z Ct t
TCA TCA( ) = + −−β α (27)

where a, b, α, β and ZTCA are positive constants, and CTCA
the concentration of exogenous corticosteroid (TCA). This
model gave good cortisol data fits for only the situation
when the exogenous steroid is administrated in the
acrophase.

(C) Two-Compartment with Zero-Order Absorption
Model

The endogenous cortisol suppression by DEX was
studied using a two-compartment open model. Considering,
the body as the sum of two compartments, concentration-
time profiles were fitted by a sum of two negative
exponential terms [50]:

C t C e C ea
t

b
t( ) = +− −α β (28)

where Ca and Cb are intercept constants representing the
concentrations at the initial time in distribution
compartment (tissue, organ) and in elimination (blood)
compartment respectively , and α and β are two hybrid rate
constants (or macro-constants) characterizing the distribution

and the elimination phases respectively. The detailed
analytical equation of this model is given by [50]:

C(t) =
k21 − β
α − β e-βt

k21 − α

β − α
e-α tD

V
(29)

where C(t) and V are the concentration and the distribution
volume of the glucocorticoid (HCn) in the central
compartment (1), k21 is the apparent transfer rate constant of
HCn from the peripheral compartment to the central
compartment.

P K  M O D E L S  F O R  E X O G E N O U S
CORTICOSTEROIDS

(A) One-Compartment with Zero-Order Absorption
Model

After intravenous (IV) administration of
methylprednisolone (MPnl), prednisolone (Pnl) and
triamcinolone acetonide (TCA), plasmatic concentrations
decreased according to a simple mono-exponential function
[12, 37, 41-43]. Therefore, the fitting of concentration-time
curves C(t) was carried out using a one-compartment model
with a zero order absorption:

C t C e
A

V
ekt kt( ) = =− −

0
(30)

where A is the total amount received in the blood by bolus
at time t=0, C0 is the blood concentration at initial time
t=0, V is the distribution volume of the exogenous GC, and
k is its elimination rate from the blood.

(B) One-Compartment with First-Order Absorption
Model

After oral administration, plasmatic concentrations of Pnl
and MPnl showed a peak followed by only one elimination
phase [41, 44, 53]. Therefore, a one-compartment PK model
with first order absorption was applied to fit the kinetics of
Pnl.

C t
D F

V

k

k k
e e C

k

k k
a

a

kt k t
b

a

a

a( )
*

=
−







−( ) =
−

− −





−( )− −e ekt k ta
(31)

where D is the total dose given per os, V is the distribution
volume of drug, F is bioavailability which means the
fraction of the administrated dose which transits the gastro-
intestinal system to reach the systemic circulation, ka is the
absorption rate from intestine to blood, k is the elimination
rate, and Cb is the bioavailable concentration.

This model has two exponential terms, increasing (-e-kat)
and decreasing (e-kt), representing the absorption and the
elimination phases respectively.

This model was also used to fit plasma concentration-
time of MPnl administrated in the form of prodrug,
methylprednisolone sodium succinate (MPnls), as a rapid
intravenous injection [19, 44, 46]. The MPnls was rapidly
metabolized with a first-order rate (kf) to its active form
MPnl. In the model equation, the first-order absorption
coefficient ka was replaced by the first order rate constant kf
for the formation of MPnl from the MPnls. The model
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(38)

assumes 100% conversion of MPnls to MPnl and negligible
inter-conversion between MPnl and its metabolite,
methylprednisone.

An analogous model was used to simulate the
penetration of dermatologic corticosteroids through the skin
[47]. By assuming a drug availability F=100%, and using
one-compartment with first order absorption, the
concentration-time equation is written as:

C t
D

V

k

k k
e ep

p e

k t k te p( ) =
−

−( )− − (32)

where C(t) is the drug concentration at the receptor site, D
the applied dose of drug, V the distribution volume at the
receptor site, kp the penetration rate constant, and ke the
elimination rate constant. The penetration rate constant kp
which derives from Fick’s first law of diffusion is defined as
follow:

k D A
PC

e Vp B

B
V

B V

= ⋅ ⋅
⋅

(33)

where DB is the diffusion coefficient of the drug in the
barrier startum corneum, A the application area, PCB/V the
(stratum corneum/vehicle) partition coefficient of the drug,
eB the thickness of the stratum corneum, and VV the volume
of the applied preparation. The ratio Vv/A represents the
thickness of the ointment layer. The PK parameters used for
the simulations according to Eq. (32) were: D (10mg), V
(10ml), ke (0.2 h-1), kp (0.05 and 0.5 h-1) [47].

According to Eq. (33) the formulation volume is part of
the penetration rate constant and can therefore affect the
kinetics of drug penetration. A high formulation volume
leads to infinite dose conditions and thus zero order kinetics.
With regard to penetration kinetics it is essential to
guarantee zero order kinetics during the exposure time
periods in order to prevent drug depletion. Moreover, in
contrast to suspension-type penetrations, solution-type
formulations have to be applied in an excess amount to
guarantee infinite dose conditions and thus zero order
kinetics [47].

(C) Two-Compartment with Zero-Order Absorption
Model

This model is considered to be more appropriate
(realistic) than the one-compartment model, though the
kinetics of several GC xenobiotics were adequately described
by the one-compartment model.

After IV administration of HCn [49-51], Pnl [52] and
DEX [37, 41], in healthy patients, the plasmatic
concentrations of these GC decreased bi-exponentially. The
disappearance of these GC in the systemic circulation was
then studied using the equations (28-29).

(D) Two-Compartment with First-Order Absorption
Model

After per os administration, three separate phases are
observed for a xenobiotic that distributes in the body
according to a two-compartment model. The additional
phase to the distribution and elimination phases is the
absorption phase, leading to a supplementary parameter,
absorption rate constant ka .

A two-compartment model was applied after a single oral
administration of prednisolone [53, 54], and after inhaled
flunisolide [55], which showed a biexponential decreasing
phase after a peak. Flunisolide is a synthetic corticosteroid
which is inhaled in the treatment of asthma. The variation in
plasma concentration with time is complex, but can be
expressed by the equation:

C t A e B e C et t k ta( ) = ⋅ + ⋅ − ⋅− − −α β (34)
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(35, 36, 37)

where D is the dose administrated per os, F is the
bioavailability, V is the distribution volume of the central
compartment, ka is the absorption rate constant, k21 is the
transfer rate constant from the compartment 2 (peripheral)
toward the compartment 1 (central) and α  and β are hybrid
rate constants (or macro-constants) which can be expressed
according to the micro-constants k, k12 and k21.

(E) Stochastic Models

Weibull Model

Heikkilä [75] suggested analytical equation based on a
generalized Weibull pdf. The model was applied on Pnl data
in 12 healthy patients recorded for 24h after per os
administration. The equation has 4 parameters α , β, κ , γ
which govern the variation of concentration-time profile:

In Eq. 38, α  >0 and β> 0  correspond to the peak
concentration Cmax and peak time Tmax respectively, γ>1 is
a parameter which governs the kurtosis of the curve, and
κ>max (2, γ). The variation of one parameter under fixation
of the three others leads to the following profiles:
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Variation of
parameter

Resulting profile C(t)

α Variation of Cmax

β Variation of Tmax

κ Variation of the slope of the 1st decreasing phase

γ Flattening of the peak Cmax

DISCUSSION AND CONCLUSION

The pharmacokinetic of glucocorticoids offer a large
diversity of mathematical models which could be widely
applied in medicinal chemistry. These models complement
each others to allow analyses on various time ranges:

On a relatively long time duration, e.g. 24h or days,
harmonic or/and linear release rate models are well adapted
to fit periodic profiles due to circadian variations.
Polynomial models offer a more simplistic way to fit
different curvature profiles by selecting different polynomial
degrees. On middle time duration, e.g. several minutes or
some hours, compartment models are adequate to fit ADME
systems. This approach is more practical in clinical
situations. However, on relatively short time duration, rapid
biological processes (e.g. pulsatile secretions) can be taken
into account by chaotic models. Alternatively to the
previous deterministic models, the stochastic models reason
on the number of particles rather than amount. They ignore
the mass transfer processes and specify a probability density
function of residence time of the drug molecules in the
body. Although they are non heuristic, they have the
advantage to be flexible by the variation of few parameters,
leading them to be adapted to many clinical or physiological
situations.

The PK models of GC highlighted a high variability of
numerical results. This illustrates their usefulness to
highlight a physiological diversity between subjects
(patients), which help to use better the drug and to adapt
well its posology during a therapy. These mathematical
tools could be applied in medicinal chemistry in order to
help to understand the behavior and the “fate” of natural
products in biological systems.

ABBREVIATIONS

GC = Glucocorticoids

HCn = Hydrocortisone

Pnl = Prednisolone

DEX = Dexamethasone

MPnl = Methylprednisolone

IV = Intravenous

PK = Pharmacokinetic

ADME = Absorption-Distribution-Metabolism-Elimina-
tion

pdf = Probability density function

AUC = Area under concentration-time curve
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